An Evaluation of the MOOD Set of Object-Oriented Software Metrics

Rachel Harrison, Member, IEEE Computer Society
Steve J. Counsell, Member, IEEE Computer Society
Reuben V. Nithi

Abstract—This paper describes the results of an investigation into a set of metrics for object-oriented design, called the MOOD metrics. The merits of each of the six MOOD metrics is discussed from a measurement theory viewpoint, taking into account the recognized object-oriented features which they were intended to measure: encapsulation, inheritance, coupling, and polymorphism. Empirical data, collected from three different application domains, is then analyzed using the MOOD metrics, to support this theoretical validation. Results show that (with appropriate changes to remove existing problematic discontinuities) the metrics could be used to provide an overall assessment of a software system, which may be helpful to managers of software development projects. However, further empirical studies are needed before these results can be generalized.

Index Terms—Empirical software engineering, validating software metrics, assessing object-oriented software.

1. INTRODUCTION

Analyzing object-oriented software in order to evaluate its quality is becoming increasingly
important as the paradigm continues to increase in popularity. However, widespread adoption of object-oriented metrics in numerous application domains should only take place if the metrics can be shown to be theoretically valid, in the sense that they accurately measure the attributes of software which they were designed to measure [1], [2], [3], [4], and have also been validated empirically [3], [4], [5]. Without such a basis, we will not be able to draw meaningful conclusions from analyses of metrics data. In this paper, we consider a set of metrics for object-oriented design called the MOOD metrics [6], [7], [8], [9] from a measurement theory viewpoint, and then consider their empirical evaluation using three different projects. The strength of this investigation centers on the consideration of a number of criteria [2] for valid metrics:

1) For an attribute to be measurable, it must allow different entities to be distinguished from one another.
2) A valid metric must obey the representation condition [1]; that is, it must preserve all intuitive notions about the attribute and the way in which the metric distinguishes between entities.
3) Each unit of an attribute contributing to a valid metric is equivalent.
4) Different entities can have the same attribute value (within the limits of measurement error).

A distinction should be made between direct measurement of an attribute, which is measurement which does not depend on any other attribute [1], and indirect measurement which involves the measurement of one or more other attributes. We also need to distinguish between internal attributes of a product or process (those attributes which can be measured purely in terms of the product itself), and external attributes of a product or process (those attributes which can only be measured with respect to how the product or process relates to entities in its environment [1]). Managers are often particularly interested in measuring external attributes such as reliability and maintainability. However, OO software metrics are often based on internal (low-level) attributes, under the assumption that they are related to external (high-level) attributes. According to the framework of Kitchenham et al. [2], indirect metrics should exhibit the following properties in addition to those listed earlier:

1) The metric should be based on an explicitly defined model of the relationship between certain attributes (usually, relating internal and external attributes).
2) The model must be dimensionally consistent.
3) The metric must not exhibit any unexpected discontinuities.
4) The metric must use units and scale types correctly.

Alternative views of metrics validation abound [10], [11], [12], [3]. In particular, there is some controversy concerning the use of scale types, and admissible statistical operations. Such issues are beyond the scope of this paper; we merely note that there is general consensus on the need to validate metrics, and draw attention to the approach adopted here.

The following sections present a theoretical validation of the MOOD metrics under the headings encapsulation, inheritance, coupling, and polymorphism. We then consider some empirical results from three different projects with these previous analyzes in mind, and
finally draw some conclusions.

2. THEORETICAL VALIDATION

2.1 Encapsulation

The Method Hiding Factor (MHF) and Attribute Hiding Factor (AHF) metrics were proposed jointly as measures of encapsulation [9], and so should be considered together. Earlier publications had proposed MHF and AHF as measures of "the use of the information hiding concept" [7], [8]. MHF is defined formally [9] as:

\[
\sum_{i=1}^{TC} \sum_{m=1}^{M_d(C_i)} \frac{1 - V(M_{m_i})}{M_d(C_i)}
\]

where \( M_d(C_i) \) is the number of methods declared in a class, and

\[
V(M_{m_i}) = \frac{\sum_{j=1}^{TC} is\_visible(M_{m_i}, C_j)}{TC - 1}
\]

where \( TC \) is the total number of classes, and

\[
is\_visible(M_{m_i}, C_j) = \begin{cases} 1 & \text{if } j \neq i \wedge C_j \text{ may call } M_{m_i} \\ 0 & \text{otherwise} \end{cases}
\]

Thus, for all classes, \( C_1, C_2, ..., C_n \), a method counts as 0 if it can be used by another class, and 1 if it cannot. The total for the system is divided by the total number of methods defined in the system, to give the percentage of hidden methods in the system. AHF was defined in an analogous fashion, but using attributes rather than methods. Note that the definitions of MHF and AHF cause discontinuities for systems with only one class.

When considering the validity of these metrics as measures of encapsulation, we must first define our terms. Data encapsulation (or, more simply encapsulation) is often taken to mean the power of a language to hide implementation details through (for example) the separate compilation of modules, the separation of interface from implementation, the use of opaque types [13], etc. Information hiding [14], on the other hand, can be defined in terms of the visibility of methods and/or attributes to other code ("Every module... is characterized by its knowledge of a design decision which it hides from all others" [14]). Information can be hidden without being encapsulated, and vice-versa.

Thus, if we consider encapsulation to be related to compilation facilities, it is difficult to agree that MHF and AHF could be used as direct or indirect measures of encapsulation.
Over the past three decades, information hiding has become universally recognized as referring to the extent to which methods and attributes are visible to code in other classes. Thus the attribute which represents information hiding (and which we would like to measure) is ‘code visibility.’ Both MHF and AHF use code visibility to measure information hiding, and thus should be validated using all eight validation criteria.

For systems written in C++, the calculation of MHF is complicated by the existence of protected methods; this adjustment is problematic. For a protected method in C++, the method is counted as a fraction between 0 and 1, calculated as:

\[
\frac{\text{number of classes not inheriting the method}}{\text{total number of classes}} - 1
\]

The validation criteria are reiterated in summary form to guide the reader through the theoretical validation. For direct metrics:

1) For an attribute to be measurable, it must allow different entities to be distinguished from one another.
2) A valid metric must obey the representation condition.
3) Each unit contributing to a valid metric is equivalent.
4) Different entities can have the same attribute value.

Additionally, for indirect metrics:

1) The metric should be based on an explicitly defined model of the relationship between certain attributes.
2) The model must be dimensionally consistent.
3) The metric must not exhibit any unexpected discontinuities.
4) The metric must use units and scale types correctly.

Assuming that this metric’s discontinuity is taken into account, we can agree that MHF and AHF meet three of the four criteria for direct metrics as proposed by Kitchenham, et al. listed above. However, the third criteria states that ‘each unit of an attribute contributing to a valid metric is equivalent,’ this asks us whether all methods (or attributes, for AHF) are equivalent, as far as information hiding is concerned. At first it would seem that this question must be answered in the negative; the need to hide a method or attribute depends to a certain extent on its functionality, the desire to facilitate reusability, etc. However, MHF and AHF are intended to measure the relative amount of information hiding, (and not the quality of the information hiding design decisions), and so we conclude that these metrics do meet the first four criteria. The criteria for indirect metrics are also met, if the metric’s discontinuity in the case of single-class systems is accounted for.

2.2 Inheritance

The Method Inheritance Factor (MIF) and Attribute Inheritance Factor (AIF) metrics can be defined as follows:
where

\[ M_a(C_i) = M_d(C_i) + M_i(C_i) \]

and

\[ M_d(C_i) = \text{the number of methods declared in a class}, \]
\[ M_d(C_i) = \text{the number of methods that can be invoked in association with } C_i, \]
\[ M_i(C_i) = \text{the number of methods inherited (and not overridden) in } C_i. \]

For MIF, for each class \( C_1, C_2, ..., C_n \), a method counts as 0 if it has not been inherited and 1 if it has been inherited. The total for the system is divided by the total number of methods, including any which have been inherited (i.e., methods which are inherited are counted as belonging to their base class as well as to all inheriting subclasses). AIF is defined in an analogous fashion. Thus, MIF and AIF measure directly the number of inherited methods and attributes respectively as a proportion of the total number of methods/attributes. It is intuitively clear that there is a relationship between the relative amount of inheritance in a system and the number of methods/attributes which have been inherited.

We will consider each of the criteria relating to a direct metric in turn, using MIF to represent both MIF and AIF:

1) Two programs with different amounts of inheritance will have different MIF values.
2) A program with more inheritance will have larger MIF values than one with low inheritance.
3) Each method which is inherited contributes in an equivalent way to MIF. (Of course, for a large system, the addition of a new inherited method will result in an increase in the MIF which will be smaller than the increase in the MIF for a smaller system, because of the way that the metric is normalized).
4) Different programs can have the same MIF value.

Thus, within the validation framework of Kitchenham, et al. [2], it would appear that both MIF and AIF are valid as direct measures of inheritance.

2.3 Coupling
The Coupling Factor (CF) metric was proposed as a measure of coupling between classes [7], [8], excluding coupling due to inheritance. CF has been defined formally [9] as:

\[
\frac{\sum_{i=1}^{TC} \sum_{j=1}^{TC} \text{is\_client}(C_i, C_j)}{TC^2 - TC}
\]

where \( \text{is\_client}(C_c, C_s) = \begin{cases} 
1 & \text{if } C_c \Rightarrow C_s \land C_s \neq C_c \\
0 & \text{otherwise}
\end{cases} \)

and \( C_c \Rightarrow C_s \) represents the relationship between a client class, \( C_c \), and a supplier class, \( C_s \).

CF is calculated by considering all possible pairwise sets of classes, and asking whether the classes in the pair are related, either by message passing or by semantic association links (reference by one class to an attribute or method of another class). These relationships are considered to be equivalent as far as coupling is concerned [7], [9]. Thus, CF is a direct measure of the size of a relationship between two classes, for all pairwise relationships between classes in a system.

There are two possible approaches to validating CF. Firstly, we could consider CF to be a direct measure of interclass coupling. Alternatively, we could consider CF to be an indirect measure of the attributes to which it was said to be related [8]:

- complexity
- lack of encapsulation
- lack of reuse potential
- lack of understandability
- lack of maintainability

Considering CF as a direct measure first of all, we again turn to our list of four criteria. CF will enable us to distinguish between different programs with different levels of coupling. Intuitively, we would agree that a system with a high level of interclass coupling will have a high CF value. Adding an extra interclass relationship to a system will contribute in an equivalent way to the CF metric. We also note that different programs could have the same CF value, in which case they would exhibit the same amount of coupling. Thus, CF is a valid measure of interclass coupling.

If we now consider CF as an indirect measure of the attributes listed above, does a high degree of coupling indicate a high degree of complexity? Possibly not, as it is feasible to construct a simple system which is highly coupled, or a complex system with little or no coupling. If we consider encapsulation to mean the ability to compile modules separately, then the relationship between encapsulation and CF is not clear either. As far as reuse is concerned, we may have a low degree of coupling, but high degree of reuse (through inheritance, for example). Understandability is a very similar attribute to complexity; we
may find a class which is not coupled but is still not understandable, and similarly for maintainability. Consequently, it is difficult to pronounce on the validity of CF as a measure for these external attributes. Empirical evidence would help to clarify the significance of CF in this respect.

2.4 Polymorphism

The Polymorphism Factor (PF), metric was proposed as a measure of polymorphism potential. It has been defined formally as follows [9]:

\[
\frac{\sum_{i=1}^{TC} M_o(C_i)}{\sum_{i=1}^{TC} [M_n(C_i) \times DC(C_i)]}
\]

where

\[
M_o(C_i) = M_n(C_i) + M_o(C_i)
\]

and

\[
M_n(C_i) = \text{the number of new methods},
\]

\[
M_o(C_i) = \text{the number of overriding methods},
\]

\[
DC(C_i) = \text{the descendants count}
\]

(the number of classes descending from \(C_i\)).

We can summarize the definition of PF informally as follows: PF is the number of methods that redefine inherited methods, divided by the maximum number of possible distinct polymorphic situations [7] (the latter represents the case in which all new methods in a class are overridden in all its derived classes). Thus, PF is an indirect measure of the relative amount of dynamic binding in a system.

Considering the validity of PF as an indirect metric, we notice that the denominator includes, as a multiplier, the number of descendant classes of a base class, and so the value of PF for a system without any inheritance will always be undefined. Thus, the metric exhibits an unexpected discontinuity, giving an undefined result where a result of 0 would have been expected. Consequently, we conclude that PF is not a valid metric.

Assuming that the metric’s definition is revised to remove the discontinuity, we can validate PF using Kitchenham et al.’s eight validation criteria, with an overriding method as the attribute unit. The contribution of all overriding methods to the relative amount of polymorphism can be considered to be equivalent. The model is dimensionally consistent (remembering that we are working here with relative quantities), and the metric uses scale
types and units appropriately (remembering that fractions must be reduced to canonical form before meaningful comparisons can be made). Hence, if the metrics discontinuity is removed, it would be theoretically valid according to this framework.

3. DATA ANALYSIS

The summary size metrics for three releases (R1, R2, and R3) of our laboratory electronic retail system (ERS), developed in collaboration between the Universities of Southampton and Manchester [15], [16], and the second release of a suite of image processing programs (EFOOP2) [17] are shown in Table 1. Note the difference in the total numbers of methods and attributes between R1 and R2 of the ERS. These differences can be explained by additional requirements. The total number of methods and attributes stabilized for R3. Table 2 shows the results of collecting the MOOD metrics for the three releases (R1, R2, and R3) of our ERS.

TABLE 1. SIZE METRICS, ERS RELEASES (R1, R2, AND R3) AND EFOOP2

<table>
<thead>
<tr>
<th></th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>EFOOP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td>1149</td>
<td>2536</td>
<td>2753</td>
<td>8977</td>
</tr>
<tr>
<td>Total Classes</td>
<td>4</td>
<td>13</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>Total Methods</td>
<td>20</td>
<td>96</td>
<td>96</td>
<td>134</td>
</tr>
<tr>
<td>Total attributes</td>
<td>8</td>
<td>35</td>
<td>35</td>
<td>33</td>
</tr>
</tbody>
</table>

TABLE 2. THE MOOD METRICS, ERS RELEASES (R1, R2, AND R3) AND EFOOP2

<table>
<thead>
<tr>
<th></th>
<th>R1 (%)</th>
<th>R2 (%)</th>
<th>R3 (%)</th>
<th>EFOOP2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHF</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>MHF</td>
<td>0</td>
<td>20.4</td>
<td>20.4</td>
<td>6.3</td>
</tr>
<tr>
<td>AIF</td>
<td>12.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MIF</td>
<td>9.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CF</td>
<td>0</td>
<td>5.8</td>
<td>5.8</td>
<td>3.0</td>
</tr>
<tr>
<td>PF</td>
<td>60</td>
<td>Undefined</td>
<td>Undefined</td>
<td>Undefined</td>
</tr>
</tbody>
</table>

The Attribute Hiding Factor (AHF) metric for all of these systems has its maximum value of 100 percent, indicating that all the attributes were declared as private. Method Hiding Factor (MHF), on the other hand, has relatively low values, indicating a lack of information hiding. Inheritance was not utilized at all, with the exception of R1 of ERS, as shown by Method Inheritance Factor (MIF) and Attribute Inheritance Factor (AIF). The undefined Polymorphism Factor (PF) values also reflect this lack of inheritance in the other systems. All of the systems displayed only small amounts of interclass coupling (shown by the Coupling Factor (CF)), possibly pointing to well-designed systems. It seems that developers and maintainers may be able to capture a high-level view of a system’s architecture from
these metrics. However, interpretation of numerical values will remain open to debate until sufficient empirical validations have been performed. This will be very expensive, because the metrics are defined at the systems level; a large number of systems will be required for a meaningful statistical analysis.

Tables 3 and 4 give the MOOD metrics and code metrics, respectively, for nine samples of a large commercial retail system, with sizes ranging from 16 to 47 KLOC.

From Table 3, we can see that the values for the AHF vary between 44 to 68 percent. This is interesting as a figure of 50 percent would suggest an even balance between the public and private data attributes, and is in contrast with the high percentage values for our ERS and EFOOP2 systems, in which all attributes were declared privately. Ideally, the AHF should be close to 100 percent, to adhere to the concept of information hiding.

The values for the Method Hiding Factor (MHF) vary between 8 to 25 percent. These low values, which are similar to those reported for the ERS and EFOOP2 systems, indicate a low degree of information hiding, possibly suggesting a lack of abstraction at the design stage.

The Attribute Inheritance Factor (AIF) varies between 11 to 47 percent. These are also rather low, suggesting only a moderate use of inheritance. Similar results were obtained for the Method Inheritance Factor (MIF) values (14 to 46 percent). Mean values of 56.2 and 73.5 percent for AIF and MIF, respectively are cited by Abreu [7]. Low values for the inheritance factors for the second and third ERS releases and EFOOP2 support this lack of utilization of inheritance.

The Coupling Factor metric ranges from 3 to 6 percent, suggesting little interclass coupling. Abreu suggests that CF should be neither too low, nor too high [7]. Low coupling reduces potentially harmful side-effects such as unnecessary dependencies and limited reuse. (Similar low values were obtained for the ERS and EFOOP2 systems). However, a very low value of CF (0 percent) indicates that a system has no interclass coupling, which might point to a pathological system in which classes only communicate via inheritance, or in which there is excessive code duplication. On the other hand, a CF of 100 percent may also indicate a problematic communications infrastructure; excessive coupling implies that software will be difficult to maintain, evolve, and reuse.

<table>
<thead>
<tr>
<th>System Label</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHF</td>
<td>45.9</td>
<td>66.7</td>
<td>66.3</td>
<td>44.0</td>
<td>62.5</td>
<td>67.5</td>
<td>52.4</td>
<td>48.5</td>
<td>50.8</td>
</tr>
<tr>
<td>MHF</td>
<td>10.1</td>
<td>7.7</td>
<td>16.4</td>
<td>9.5</td>
<td>25.4</td>
<td>15.4</td>
<td>15.8</td>
<td>15.7</td>
<td>15.4</td>
</tr>
<tr>
<td>AIF</td>
<td>17.1</td>
<td>11.3</td>
<td>15.3</td>
<td>30.6</td>
<td>46.8</td>
<td>26.1</td>
<td>19.7</td>
<td>36.6</td>
<td>32.0</td>
</tr>
<tr>
<td>MIF</td>
<td>15.2</td>
<td>14.3</td>
<td>20.7</td>
<td>27.4</td>
<td>45.5</td>
<td>33.6</td>
<td>22.5</td>
<td>36.5</td>
<td>26.5</td>
</tr>
<tr>
<td>CF</td>
<td>3.5</td>
<td>3.5</td>
<td>3.8</td>
<td>6.3</td>
<td>3.1</td>
<td>4.5</td>
<td>5.4</td>
<td>4.9</td>
<td>4.6</td>
</tr>
<tr>
<td>PF</td>
<td>4.3</td>
<td>5.4</td>
<td>8.9</td>
<td>2.9</td>
<td>6.7</td>
<td>4.5</td>
<td>6.6</td>
<td>6.2</td>
<td>6.4</td>
</tr>
</tbody>
</table>
The values for the Polymorphism Factor metric range from 3 to 9 percent; these low values are fairly typical [7] and unsurprising considering the relatively moderate use of inheritance.

4. CONCLUSIONS

Our investigation into the validity of the six MOOD metrics has led us to conclude that, as far as information hiding, inheritance, coupling, and dynamic binding are concerned (with appropriate changes to rectify existing problematic discontinuities) the six MOOD metrics can be shown to be valid measures within the context of this theoretical framework [2].

Proposals concerning the validation of software metrics have been published frequently ([18], [10], [19], [4], [20], [21]) and continue to be debated. The main problems which we encountered during our theoretical validation stemmed from imprecise definitions of the attributes (and contributing units) to be measured; hopefully such problems will be alleviated as the importance of defining terms precisely becomes accepted. The community is also beginning to accept that software metrics must be not only validated theoretically, but also empirically, through observation of their use during software development projects both in the laboratory and in the real world [22].

Our empirical results indicate that the MOOD metrics operate at the systems level. Comparing them with those of Chidamber and Kemerer [11], we see that the two sets are complementary, offering different assessments of a system. For example, the coupling metrics (CBO and CF) are closely related, in that CBO offers a class-level view of coupling, whereas CF offers a systems-level view. However, the definition of CBO explicitly includes coupling via inheritance [11], (a change from the earlier definition [23]) whereas CF does not. The Chidamber and Kemerer metrics appear to be useful to designers and developers of systems, giving them an evaluation of a system at the class level [3], despite the fact that their correctness from a measurement theory perspective [1], [24], continues to be debated [25], [26], [27]. Indeed, the validation of software metrics also continues to invoke controversy [2], [3], [12], [28], [29]. The MOOD metrics, on the other hand, could be of use to project managers, as the metrics operate at a systems level, providing an overall assessment of a system. However, their utility will continue to be questioned until a sufficient number of empirical validations have been performed at a systems level to establish causal relationships between the metrics and external quality attributes of systems, such as reliability, maintainability, testability, etc,. Without further empirical validation, we cannot be sure that it is worth paying attention to these metrics.

<table>
<thead>
<tr>
<th>System Label</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td>15837</td>
<td>23750</td>
<td>47106</td>
<td>23154</td>
<td>20747</td>
<td>44930</td>
<td>28582</td>
<td>19254</td>
<td>20085</td>
</tr>
<tr>
<td>Total Classes</td>
<td>65</td>
<td>57</td>
<td>91</td>
<td>51</td>
<td>154</td>
<td>92</td>
<td>71</td>
<td>69</td>
<td>74</td>
</tr>
<tr>
<td>Total Methods</td>
<td>1446</td>
<td>1535</td>
<td>2141</td>
<td>1420</td>
<td>2814</td>
<td>2224</td>
<td>1978</td>
<td>1815</td>
<td>1876</td>
</tr>
<tr>
<td>Total Attributes</td>
<td>537</td>
<td>876</td>
<td>1178</td>
<td>538</td>
<td>1113</td>
<td>1132</td>
<td>839</td>
<td>675</td>
<td>700</td>
</tr>
</tbody>
</table>
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1. The denominator has the value 1 subtracted from the total number of classes because the base class under consideration should not be included.
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